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Language Models
Extended Learning



Getting Ready for the Lesson
- I suppose you have already understood 

• Basics of deep learning


• The structure and working of deep neural networks


• Layers, activation functions, …


• The mechanism of loss functions


• Concepts of w2v


• CBOW, skip-gram, GloVe



Seq2Seq Models
• It aims to transform an input sequence (source) to a new one (target) and both 

sequences can be of arbitrary lengths.

Sutskever, I. (2014). Sequence to Sequence Learning with Neural Networks. arXiv preprint arXiv:1409.3215.

Auto-regressive



Attention
• Attention is motivated by how we pay visual attention to different regions of 

an image or correlate words in one sentence. 



Attention - cont.
Neural Machine Translation (NMT)

Bahdanau, D. (2014). Neural machine translation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473.

https://en.wikipedia.org/wiki/Seq2seq#/media/File:Seq2seq_with_RNN_and_attention_mechanism.gif



Transformer
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Transformer
Architecture

Encoder Decoder
(BERT) (GPT)



Self-Attention

Attention (Q, K, V) = softmax ( QK⊤

dk ) V



Scaled Dot-Product Attention
Attention (Q, K, V) = softmax ( QK⊤

dk ) V



Multi-Head Attention

https://sebastianraschka.com/pdf/lecture-notes/stat453ss21/L19_seq2seq_rnn-transformers__slides.pdf



Masked Multi-Head Attention
- You are not the prophet

−∞

(Causal Attention)



Positional Encoding
- It's All About Positioning



Layer Normalization



BERT

Citation: 118772 (up to Nov. 25, 2024)



BERT
- Bidirectional Encoder Representations from Transformer

special tokens



Two-Stage Training 



Pre-Training Stage
- Masked Language Model (MLM) 



Pre-Training Stage
- Next Sentence Prediction (NSP) 



Fine-Tuning Stage



GPT-1
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GPT-1



GPT Evolution

Here comes the LLMs!!!

117M 1.5B 175B



3 Steps for Training LLMs



Instruction Fine-Tuning



Reinforcement Learning from Human Feedback


