Language Models

Extended Learning

Fang-Yi Su
Nov. 26, 2024



Getting Ready for the Lesson

- | suppose you have already understood

» Basics of deep learning
* The structure and working of deep neural networks
» |ayers, activation functions, ...
 The mechanism of loss functions

e Concepts of w2v

« CBOW, skip-gram, GloVe



Seq2Seq Models

* |t aims to transform an input sequence (source) to a new one (target) and both

seguences can be of arbitrary lengths.
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Attention

» Attention is motivated by how we pay visual attention to different regions of
an image or correlate words in one sentence.

high attention

' low attention ﬁ

She Is eatihg a gfeen apple.




Attention - cont.

Neural Machine Translation (NMT)
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https://en.wikipedia.org/wiki/Seq2seg#/media/File:Seq2seq_with_ RNN_and_attention_mechanism.gif

Bahdanau, D. (2014). Neural machine translation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473.



Transformer

Attention Is All You Need
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Transformer
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Self-Attention
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Scaled Dot-Product Attention

Attention
T Head
. OK W_Q
Attention (Q, K, V) = softmax 14 - .
Q = X*W_Q
V
O W_Q: Query weights
> O W_K: Key weights
Attentlon socres © W_V: Value weights
0.7 | 0.2 | 0.1 (O d_k: attention head size
— P{0.05| 0.8 | 0.05
W_K
X K = X*xW_K 0.05| 0.2 [0.75
" ‘ ‘ S = softmax(Q*K_T//d_K) Attention output (S*V)
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Multi-Head Attention

Multi-Head Attention
A
- B

B One attention head:

Concat

=
A(Q,K,V) = softmax (QK )V

N a7

Concatenated:
Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, dv * h
J., Jones, L., Gomez, A.N., Kaiser, L. and
Polosukhin, |., 2017. Attention Is All You Need. - »
A

: Y =) f =
Input sequence dim. i
in original transformer: T
Txd,=TXx512 ' " e y X <
and
d, =512/h = 64

https://sebastianraschka.com/pdf/lecture-notes/stat453ss21/L19 seq2seq_rnn-transformers__slides.pdf



Masked Multi-Head Attention

- You are not the prophet
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Positional Encoding

- It's All About Positioning
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BERT

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding
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BERT

- Bidirectional Encoder Representations from Transformer
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Two-Stage Training
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Masked Sentence A Masked Sentence B Question Paragraph
K Unlabeled Sentence A and B Pair / k Question Answer Pair

Pre-training Fine-Tuning




Pre-Training Stage
- Masked Language Model (MLM)

Use the output of the
masked word’s position
to predict the masked word

0.1% | Aardvark

Possible classes:
All English words 10% @ Improvisation

0% | Zyzzyva

[ FFNN + Softmax ]

BERT

(o) .. (0] (o)) () .. ()

| | Randomly mask
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o Input
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Pre-Training Stage

- Next Sentence Prediction (NSP)

Predict likelihood 1o | 1sNext
NSP Mask LM Mask LM that sentence B
belongs after Sl \oihox

sentence A
l FFNN + Softmax I

BERT
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GPT-1
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GPT-1

Text Task e L. .
Prediction IRCIEESHEr Classification Start Text Extract }» Transformer > Linear
Y Entailment Start ' Delim ' — |
{averNog Premise Hypothesis | Extract Transformer Linear
1 Similarity - Linear
12X —
Start Text 2 Delim Text 1 Extract | — Transformer
Layer Norm -
é< . Start Context Delim Answer 1 Extract | > Transformer | Linear
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A ; ; :
Multiple Choice | Start Context Delim | Answer 2 | Extract ||» Transformer | Linear
Text & Position Embed Start Context Delim | Answer N | Extract | Transformer > Linear




GPT Evolution

117M

GPT-1

The first version
of GPT was
released

1.58

. Feb 14% ||

GPT-2

The second
version of GPT
was released

GPT-3

Initial GPT-3 preprint

ChatGPT GPT-4

ChatGPT was GPT-4 was

paper was published |announced on OpenAl released via

at arXiv. API became
publicly available on
Nov. 18", 2021

blog. ChatGPT API ChatGPT. API

became available on will be publicly

Mar. 1%,2023 available soon.

Here comes the LLMs!!!



3 Steps for Training LLMs

Low quality data High quality data ' Human feedback RLHF
Demonstration f Comparison
Text ~ D Prompts
e.g. Internet data data | data
- . | Trained to give Optimized to generate
OptImIZTd ,for Fmetu_ned for E a scalar score for responses that maximize
texteompietion dralague . (prompt, response) scores by reward model
Y Y i Y
Language Supervised f . ! Reinforcement
Juag —> HPETVE .~ —> Classification :
modeling | finetuning ; | Learning
Pretrained LLM —— SFT model —— Reward model —— Final model
| |
Scale >1 trillion 10K - 100K 100K - 1M comparisons 10K - 100K
May ‘23 tokens (prompt, response) (prompt, winning_response, losing_response) prompts
Examples GPT-x, Gopher, Falcon, Dolly-v2, Falcon-Instruct InstructGPT, ChatGPT,
Bolded: open LLaMa, Pythia, Bloom, Claude, StableVicuna
sourced StablelLM



Instruction Fine-Tuning

Model

High quality data

Demonstraﬁtion
data

Finetuned for
dialogue

Y
Supervised
finetuning

SFT model -

10K - 100K
(prompt, response)

Dolly-v2, Falcon-Instruct

Instruction
without
exemplars

Instruction
with exemplars

Pre-trained

LLM

Without chain-of-thought

Instruction fine-tune on many tasks

Answer the following
yes/no question.

Can you write a whole
Haiku in a single tweet?

-

yes

Q: Answer the following
yes/no question.

Could a dandelion suffer
from hepatitis?

A: no

Q: Answer the following
yes/no question.

Can you write a whole Haiku
in a single tweet?

\A:

AR

yes

[EXAMPLE TEXT
[EXAMPLE COMP

S R R R e e e e e e e e

LETION]

With chain-of-thought

Answer the following yes/no question

by reasoning step-by-

step.

Can you write a whole Haiku in a

single tweet?

\

A haiku is a japanese
three-line poem.
That is short enough
to fit in 280
characters. The
answer is yes.

B 4

Q: Answer the following yes/no question by

reasoning step-by-step.

Could a dandelion suffer from hepatitis?
A: Hepatitis only affects organisms with livers.
Dandelions don’t have a liver. The answer is no.

Q: Answer the following yes/no question by

reasoning step-by-step.

Can you write a whole Haiku in a single tweet?

A:

A haiku is a japanese
three-line poem.
That is short enough
to fit in 280
characters. The
answer is yes.




Trained to give
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Human feedback

Comparison
data

Classification

Optimized to generate
responses that maximize
scores by reward model

Y

1/>

Reinforcement L

Learning

Reward model

Final model

100K - 1M comparisons
(prompt, winning_response, losing_response)

10K - 100K
prompts

InstructGPT, ChatGPT,
Claude, StableVicuna

Reinforcement Learning from Human Feedback

Which response do you prefer?

it looks like you've provided an equation, which appears to
involve some vanables. This equation could represent a

relationship between various quantities. Let's break down the

components:

RI: This seems to be a variable, representing some quantity.
Mp: It appears to be another variable, likely representing a
mass or a quantity of some sort.

Mp". This could be another quantity of mass or a reference
mass.

Rp: This appears to be yet another variable, representing

something else.

The equation you've given suggests that Rl is calculated based
on the ratio of Mp to Mp', with some scaling factors. The

presence of exponents (1/3) indicates a cube root operation.

If you can provide more context about the meaning of these
variables and the overall purpose of this equation, | can give you
a more detailed evaluation or interpretation of it. Additionally,
please make sure the equation is correctly formatted with
appropriate parentheses and symbols for a clear

understanding.

The expression you've provided appears to be a mathematical

equation. Let's break it down:

Rl represents a value or vanable.

244 isaconstant.

(Mp / Mp)(1/3) represents the cube root of the ratio of two
values, Mp and Mp".

Rp is another variable.

The equation seems to be a formula for calculating Rl based on
these vanables and constants. To evaluate it, you would need
specific values for Mp, Mp', and Rp. Once you have those values,

you can plug them into the equation to calculate Rl

Keep in mind that without specific values for these variables, |
can't provide you with a numerical result. If you have values for
Mp, Mp', and Rp that you'd like to plug into this equation, please

provide them, and | can help you calculate RL




