
Lecture 6 

part 1

Index Construction and Search 



Index construction

•How do we construct an index?

•What strategies can we use with limited main 
memory?
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Why Index?

•Scan the entire collection
• Use in early IR

• Computational cost

• For small collections only

•Search the indexes for direct access
• An index associate a document with one or more keys

• Practical for large collections

•Hybrid method
• Use small index, then scan a subset of the collection



Overview

• Thesaurus
• Roget’s Thesaurus, Astronomy Thesaurus,…

• Semantic Network
• WordNet

• Co-occurrence
• Automatic relevance feedback

• Local context analysis (LCA)



Thesaurus

• Dictionary(字典):
• Offer -> presentation, tender, overture, submission, proposal, invitation, ….

• Refusal -> declining, rejection, denial, …

• Lexicon(語彙典):
• Asia -> Japan, China, India, Taiwan, …

• Computer -> software, hardware, disk, operating system, CD-ROM, …



Thesaurus

• Insert query term synonyms into query
• Automatically

• Problem: Can introduce words with several unrelated senses

• Manually
• Problem: People often find it difficult to select synonyms

• Query expansion with general thesauri has not been 
consistently useful

• Query expansion with subject-specific thesauri is more 
successful, especially with trained users
• Example: MeSH terms



WordNet

•A lexical thesaurus organized into 4 taxonomies by 
part of speech 

•Created by George Miller & colleagues at Princeton 
University

• Inspired by psycholinguistic theories of human 
lexical memory

•English nouns, verbs, adjectives and adverbs are 
organized into synonym sets, each representing one 
underlying lexical concept



WordNet

• Different relations link the synonym sets
• Hyponyms: "...is a kind of X" relationships 

• Hypernyms: "X is a kind of ..." relationships 

• Meronyms: "parts of X" relationships 

• “air plane”
• jet is an airplane powered by jet engines

• airplane is a vehicle that can fly

• HAS PART: accelerator, accelerator pedal, gas pedal, ...



Examples



WordNet for IR

•User selects synsets (synonym sets) for some query 
terms 
• Add to query all synonyms in synset

• Add to query all hyponyms ("... is a kind of X")

•Query expansion with WordNet has not been 
consistently useful
• Possibly because they are domain-independent

• Possibly too detailed in some areas, not enough detail in others



中文的世界--知網 HowNet

• 知網是一個以中文和英文的詞語所代表的概念為描述物件，以表
達概念與概念之間以及概念所具有的屬性之間的關係為基本內容
的知識庫

• 知網是董振東先生、董強先生父子標注的大型語言知識庫，包括
中文（英文）的詞彙與概念

• 中央研究院 資訊科學研究所 中文詞知識庫小組

• https://ckip.iis.sinica.edu.tw/CKIP/tr/200901_2016b.pdf

• 廣義知網(E-HowNet) 是中央研究院資訊所詞庫小組於2003年與
董振東先生展開建構繁體字知網的合作計畫

https://ckip.iis.sinica.edu.tw/CKIP/tr/200901_2016b.pdf


Co-occurrence Thesauri

•Observation: Words with related meanings co-occur
• Example: astronaut, shuttle, space, spacecraft, .... 

• Does capture corpus-specific relationships 

• Does not capture synonymy,

•Hypothesis: It is useful to expand a query with 
related words 
• Even if the words are not synonyms

• Even if the words are antonyms 



Local Context Analysis

• Retrieve the top n ranked passages using original query q

• Compute similarity sim(q,c) for each concept c in top ranked passages 
using tf-idf

• Add top m ranked concepts to original query q with weighting values



Text Representation

• Manual vs automatic indexing
• Controlled vocabularies

• Domain-specific lexicons

• Full-text search

• Automatic methods
• Stemming

• Stopwords issue

• Phrases



Index - basic idea

•DB system -- primary and second keys
• Hybrid method

• Index provides fast access to a subset of DB records

• Scan subset to find interest items

•For documents
• title, authors, id, date,….

•Text IR problem
• Unable to predict the “keys” in user queries

•Possible solution
• Index by all keys --> full text indexing



Manual/Automatic Indexing



Medical document



MeSH(Medical Subject Headings)

Controlled Vocabulary





MeSH Tree Structures



Controlled Vocabulary Indexing



Full-text indexing

• Medical  text



Manual vs Automatic Indexing



Manual vs Automatic Indexing



Full-text Representation



Stopwords



Words/Phrases/Concepts



Indexing Techniques

Part II  Introduction to BERT and Transformer



Basic IR Processes



Index Implementation

• Bag of words

• Inverted files

• Signature files

• Hashing

• …



Inverted Files

•Each document is assigned a list of keywords or 
attributes.

•Each keyword (attribute) is associated with 
operational relevance weights.

•An inverted file is the sorted list of keywords 
(attributes), with each keyword having links to the 
documents containing that keyword.



General language representations



Avoiding Information bottleneck



Pre-trained self-attention models



ELMo: Bidirectional training (LSTM)

Transformer: Although used things from left, 

but still missing from the right.

GPT: Use Transformer Decoder half.

BERT: Switches from Decoder to Encoder, so 

that it can use both sides in training and 

invented corresponding training tasks: 

masked language model

BERT pretraining





ELMo







Transformers, GPT-2, and BERT

1. A transformer uses Encoder stack to model input, and uses 

Decoder stack to model output (using input information 

from encoder side).

2. But if we do not have input, we just want to model the 

“next word”, we can get rid of the Encoder side of a 

transformer and output “next word” one by one. This 

gives us GPT.

3. If we are only interested in training a language model for the 

input for some other tasks, then we do not need the 

Decoder of the transformer, that gives us BERT.
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